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Abstract—In this paper, we provide an algorithm for online computation of Koopman operator in real-time using streaming data. In recent years, there has been an increased interest in data-driven analysis of dynamical systems, with operator theoretic techniques being the most popular. Existing algorithms, like Dynamic Mode Decomposition (DMD) and Extended Dynamic Mode Decomposition (EDMD), use the entire data set for computation of the Koopman operator. However, many real life applications like power system analysis, biological systems, building systems etc. requires the real-time computation and updating of the Koopman operator, as new data streams in. In this paper, we propose an iterative algorithm for online computation of Koopman operator such that at each time step the Koopman operator is updated incrementally. In particular, we propose a Recursive Extended Dynamic Decomposition (rEDMD) algorithm for computation of Koopman operator from streaming data. Further, we test the algorithm in three different dynamical systems, namely, a linear system, a nonlinear system and a system governed by a Partial Differential Equation (PDE) and illustrate the computational efficiency of the iterative algorithm over the existing DMD and EDMD algorithms.

I. INTRODUCTION

Analysis and control of dynamical systems is a matured branch of science and engineering with applications in various branches of science and engineering. In the past, much of the research in applications of dynamical systems theory had been model based, where an a priori knowledge of the mathematical model of the system concerned had to be assumed. But in many applications like power networks and biological systems, to mention a few, it is extremely difficult to obtain a good enough model for the underlying dynamics. However, in such applications, it is often easier to acquire data from the system, often in the form of values of the states of the system. This requires a framework for data-driven analysis of dynamical systems.

In recent years, there has been an increased interest in transfer operator based analysis and control of dynamical systems [1]–[19]. The operator based approach is fundamentally different from the classical approach in the sense that instead of studying the dynamical system on the configuration manifold and its tangent and cotangent bundle, the system is lifted to the function space or to the space of measures and is studied there. Though the operators, that govern the evolution of the system in the function space or measure space, are usually infinite dimensional, the advantage lies in the fact that in those spaces, the evolution is linear, even if the actual system is nonlinear. Moreover, the operators, namely, Perron-Frobenius (P-F) operator and the Koopman operator are positive Markov operators which can be exploited to have probabilistic interpretations and can be used for various applications like the optimal placement of sensors and actuators [20], [21] etc.

Apart from the system evolution being linear in the lifted space, another major advantage of the operator theoretic approach is the fact that it facilitates the data-driven analysis of dynamical systems. In particular, approximations of both P-F and Koopman operators can be efficiently computed from time-series data, obtained from simulation or from experiments. To this end, various methods have been proposed to compute the approximations of these operators from data [2], [22]–[25], with Dynamic Mode Decomposition (DMD) and Extended Dynamic Decomposition (EDMD) being the most popular ones. Recent researches have also addressed the problem of computing these operators for systems with process and observation noise and for Random Dynamical Systems (RDS) [26]–[29].

In all the above approaches, the approximate Koopman operator is computed using the entire obtained data-set, that is, using batch data-sets. However, in many different applications, like real-time analysis and control of power networks or building systems, biological systems etc., it is necessary to construct the approximate dynamics in real-time. This requires a framework which will facilitate the computation of Koopman operator from streaming data. Further, in many cases these systems may be of extremely large dimensions, and so recomputing the Koopman operator every time a each new data point streams in, will be computationally expensive. However, these issues can be addressed if an iterative algorithm can be used for Koopman operator computation, such that the Koopman operator computed at the previous time step can be incrementally updated to give the new Koopman operator.

In this paper, we propose an algorithm that computes the Koopman operator recursively, such that the algorithm at each time step takes one time step data at a time as input and updates the Koopman operator which was obtained from the previous time step. In particular, we provide a recursive version of the popular EDMD algorithm such that online computation of Koopman operator can be achieved.
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The paper is organized as follows. In section II we discuss the basic theory of transfer operators followed by a brief introduction to DMD and EDMD algorithms in section III. In section IV we derive the recursive Koopman computation algorithm. Design of predictor using the online Koopman operator is presented in section V followed by simulation results in section VI. Finally the paper is concluded in section VII.

II. Preliminaries

Consider a discrete-time dynamical system

\[ z_{t+1} = T(z_t) \]  \hspace{1cm} (1)

where \( T : Z \subset \mathbb{R}^N \rightarrow Z \) is assumed to be an invertible smooth diffeomorphism. Associated with the dynamical system (1) is the Borel-\( \sigma \) algebra \( \mathcal{B}(Z) \) on \( Z \) and the vector space \( \mathcal{M}(Z) \) of bounded complex valued measures on \( X \). With this, two linear operators, namely, Perron-Frobenius (P-F) and Koopman operator, can be defined as follows [30]:

Definition 1 (Perron-Frobenius Operator): The P-F operator \( \mathbb{P} : \mathcal{M}(Z) \rightarrow \mathcal{M}(Z) \) is given by

\[ [\mathbb{P}\mu](A) = \int \delta_{T(z)}(A) \, d\mu(z) = \mu(T^{-1}(A)) \]  \hspace{1cm} (2)

where \( \delta_{T(z)}(A) \) is stochastic transition function which measure the probability that point \( z \) will reach the set \( A \) in one time step under the system mapping \( T \).

Definition 2 (Koopman Operator): Given any \( h \in \mathcal{F} \), \( \mathbb{U} : \mathcal{F} \rightarrow \mathcal{F} \) is defined by

\[ [\mathbb{U}h](z) = h(T(z)) \]

where \( \mathcal{F} \) is the space of function (observables) invariant under the action of the Koopman operator.

Both the P-F operator and the Koopman operators are linear operators, even if the underlying system is non-linear. But while analysis is made tractable by linearity, the trade-off is that these operators are typically infinite dimensional. In particular, the P-F operator and Koopman operator often will lift a dynamical system from a finite-dimensional space to generate an infinite dimensional linear system in infinite dimensions (see Fig. 1).

Properties 3: The following properties for the Koopman and Perron-Frobenius operators can be stated [30]:

a). For the Hilbert space \( \mathcal{F} = L_2(Z,\mathcal{B},\bar{\mu}) \), on measure preserving systems, the Koopman operator \( \mathbb{U} \) satisfies

\[ \| \mathbb{U}h \|^2 = \int_Z |h(T(z))|^2 \, d\bar{\mu}(z) \]

\[ = \int_Z |h(z)|^2 \, d\bar{\mu}(z) = \| h \|^2 \]

where \( \bar{\mu} \) is an invariant measure. This implies that Koopman operator is unitary for measure preserving systems.

b). For any \( h \geq 0 \), \( [\mathbb{U}h](z) \geq 0 \) and hence the Koopman operator is a positive operator.

c). For invertible system \( T \), the P-F operator for the inverse system \( T^{-1} : Z \rightarrow Z \) is given by \( \mathbb{P}^* \) and \( \mathbb{P}^*\mathbb{P} = \mathbb{P}\mathbb{P}^* = I \). Hence, the P-F operator is unitary.

d). If the P-F operator is defined to act on the space of densities i.e., \( L_1(Z) \) and Koopman operator on space of \( L_\infty(Z) \) functions, then it can be shown that the P-F and Koopman operators are dual to each other

\[ \langle \mathbb{U}f, g \rangle = \int_Z [\mathbb{U}f](z)g(z) \, dz \]

\[ = \int_Z f(y)g(T^{-1}(y)) \left| \frac{dT^{-1}}{dy} \right| dy = \langle f, \mathbb{P}g \rangle \]

where \( z = Ty, f \in L_\infty(Z) \) and \( g \in L_1(Z) \) and the P-F operator on the space of densities \( L_1(Z) \) is defined as follows

\[ [\mathbb{P}g](z) = g(T^{-1}(z)) \left| \frac{dT^{-1}}{dz} \right| \]

e). For \( g(z) \geq 0 \), \( [\mathbb{P}g](z) \geq 0 \).

f). Let \( (Z,\mathcal{B},\mu) \) be the measure space where \( \mu \) is a positive but not necessarily the invariant measure of \( T : Z \rightarrow Z \), then the P-F operator \( \mathbb{P} : L_1(Z,\mathcal{B},\mu) \rightarrow L_1(Z,\mathcal{B},\mu) \) satisfies following property:

\[ \int_Z [\mathbb{P}g](z) \, d\mu(z) = \int_Z g(z) \, d\mu(z) \]

III. Dynamic Mode Decomposition (DMD) and Extended Dynamic Mode Decomposition (EDMD)

Dynamic Mode Decomposition, initially developed in [23] in the context of analysis of fluid flow analysis, is a method for approximating the spectrum of the Koopman operator. In [25], the authors generalized the DMD algorithm to what is now known in literature as Extended Dynamic Mode Decomposition (EDMD). In EDMD algorithm, the Koopman operator is approximated as a linear map on the span of a finite set of dictionary functions. In this section, we briefly describe the EDMD algorithm for approximating the Koopman operator.

\footnote{with some abuse of notation we use the same notation for the P-F operator defined on the space of measure and densities.}
Consider snapshots of data set
\[ X_p = [x_1, x_2, \ldots, x_M], \quad X_f = [y_1, y_2, \ldots, y_M] \] (3)
obtained from simulating a discrete time dynamical system \( x \mapsto T(x), \quad x \in X \subseteq \mathbb{R}^K \), or from an experiment, where \( x_i \in X \) and \( y_i \in X \). The two pair of data sets are assumed to be two consecutive snapshots i.e., \( y_i = T(x_i) \).

Let \( D = \{\psi_1, \psi_2, \ldots, \psi_K\} \) be the set of dictionary functions or observables, where \( \psi : X \rightarrow \mathbb{C} \). Let \( \mathcal{G}_D \) denote the span of \( D \) such that \( \mathcal{G}_D \subset G \), where \( G = L_2(X, \mathcal{B}, \mu) \). Define vector valued function \( \Psi : X \rightarrow \mathbb{R}^K \)
\[
\Psi(x) := \begin{bmatrix} \psi_1(x) \\ \psi_2(x) \\ \cdots \\ \psi_K(x) \end{bmatrix}^T. \tag{4}
\]
In this application, \( \Psi \) is the mapping from physical space to feature space. Any function \( \phi, \hat{\phi} \in \mathcal{G}_D \) can be written as
\[
\phi = \sum_{k=1}^{K} a_k \psi_k = \Psi^T a, \quad \hat{\phi} = \sum_{k=1}^{K} \hat{a}_k \psi_k = \Psi^T \hat{a} \tag{5}
\]
for some set of coefficients \( a, \hat{a} \in \mathbb{R}^K \). Let
\[
\hat{\phi}(x) = [U \phi](x) + r,
\]
where \( r \) is a residual function that appears because \( \mathcal{G}_D \) is not necessarily invariant to the action of the Koopman operator. The finite dimensional approximate Koopman operator \( \hat{K} \) minimizes this residual \( r \) and the matrix \( \hat{K} \) is obtained as a solution of the following least square problem:
\[
\min_{K} \| KY_p - Y_f \|_F \tag{6}
\]
where
\[
Y_p = \Psi(X_p) = [\Psi(x_1), \Psi(x_2), \ldots, \Psi(x_M)]
\]
\[
Y_f = \Psi(X_f) = [\Psi(y_1), \Psi(y_2), \ldots, \Psi(y_M)], \tag{7}
\]
with \( K \in \mathbb{R}^{K \times K} \). The optimization problem (6) can be solved explicitly to obtain following solution for the matrix \( K \)
\[
K = Y_f Y_p^\dagger \tag{8}
\]
where \( Y_p^\dagger \) is the pseudo-inverse of matrix \( Y_p \). DMD is a special case of EDMD algorithm with \( \Psi(x) = x \).

**IV. ONLINE COMPUTATION OF KOOPMAN OPERATOR**

The Koopman operator is generally computed by solving the optimization problem (6) or directly from the formula (8), where one uses the entire dataset for the computation. Hence, if some new data point is acquired, a new Koopman operator is computed using the new enlarged data-set. However, this requires inversion of a matrix and this is computationally expensive, specially for data-sets obtained from a large dimensional system with a huge number of data points. This warrants a recursive algorithm for Koopman operator computation.

In this section, we describe an algorithm which computes the Koopman operator recursively and thus reducing the computational cost. Let
\[
M X_p = [x_1, x_2, \ldots, x_M], \quad M X_f = [y_1, y_2, \ldots, y_M] \tag{9}
\]
be \( M \) data points obtained from simulation of a dynamical system \( x \mapsto T(x) \) or from an experiment, where \( y_i = T(x_i) \).

Let
\[
M Y_p = [\Psi(x_1), \Psi(x_2), \ldots, \Psi(x_M)] \tag{10}
\]
\[
M Y_f = [\Psi(y_1), \Psi(y_2), \ldots, \Psi(y_M)],
\]
be the data points in the lifted space \( \mathbb{R}^K \), where the points \( x_i \) and \( y_i \) are mapped by the dictionary functions \( \Psi \). Let
\[
K_M = M Y_f M Y_p^\dagger \tag{11}
\]
be the Koopman operator obtained by using the \( M \) data points. Now, a new data point \( (x_{M+1}, y_{M+1}) \) is acquired. The problem is to update the Koopman operator \( K_M \) to \( K_{M+1} \), without explicitly computing the inverse \( (M+1) Y_p^\dagger \).

Note that (11) can be rewritten as
\[
K_M \hat{\phi}_M = z_M \tag{12}
\]
where
\[
\hat{\phi}_M = M Y_f (M Y_p^\dagger)\tag{13}
\]
and
\[
Y_f i \text{th columns of } M Y_p \text{ and } M Y_f \text{ respectively.}
\]
Moreover, the updated Koopman operator \( K_{M+1} \) satisfies
\[
K_{M+1} \hat{\phi}_{M+1} = z_{M+1} \tag{14}
\]
where
\[
\hat{\phi}_{M+1} = M+1 Y_p (M+1 Y_p^\dagger) = \sum_{i=1}^{M+1} Y_p i (Y_p^\dagger)\tag{15}
\]

Hence, using the Matrix Inversion Lemma, we have
\[
\hat{\phi}_{M+1} = \phi_M = \frac{\phi_M (M+1 Y_p^\dagger)}{1 + (Y_p^\dagger Y_p)^\dagger} \tag{16}
\]
Moreover,
\[
z_{M+1} = \sum_{i=1}^{M+1} Y_f i (Y_p^\dagger) = z_M + Y_f M+1 (Y_p^\dagger). \tag{17}
\]
Hence, from (14),
\[ K_{M+1} = z_{M+1} \phi_{M+1}^{-1} \]
\[ = \left( z_M + Y_f^{M+1}(Y_p^{M+1})^\top \right) \times \]
\[ \left( \phi_{M}^{-1} - \frac{\phi_{M}^{-1} Y_p^{M+1}(Y_p^{M+1})^\top \phi_{M}^{-1}}{1 + (Y_p^{M+1})^\top \phi_{M}^{-1} Y_p^{M+1}} \right). \] (18)

Equation (18) gives the formula for updating the Koopman operator as new data streams in, without explicitly computing the inverse at every step, thus reducing the computational cost and hence improving efficiency.

A. Initialization of the Algorithm

Equation (18) gives the updates Koopman \( K_{M+1} \) operator in terms of quantities computed from the previous time step. Note that the updated Koopman operator \( K_{M+1} \) depends on an inverse, namely, \( \phi_{M+1}^{-1} \). Hence, for computing the Koopman operator \( K_1 \), one needs to initialize both \( \phi_0 \) and \( z_0 \). One potential way out of this situation is to compute the Koopman operator \( K_q \) using the initial \( q \) data points \((x_i, y_i), i = 1, 2, \ldots, q, q < M\) as
\[ K_q = q \ Y_q Y_p^\dagger \]
and use the corresponding \( \phi_q \) and \( z_q \) to compute the updated Koopman operators \( K_n, n > q \). However, one major issue of this approach is the invertibility of \( \phi_q \), as for most practical purposes and applications, one would like \( q \) to be small and this will imply that \( \phi_q \) won’t be of full rank, thus resulting in erroneous computation of the Koopman operator. To resolve this issue and to be more suitable for practical applications, we set
\[ \phi_0 = \delta I_K, \quad z_0 = 0_K, \]
where \( \delta > 0 \), \( I_K \) is the \( K \times K \) identity matrix and \( 0_K \) is the \( K \times K \) zero matrix.

Remark 4: Choosing the initialization parameter \( \delta \) can be tricky and usually one should run the algorithm multiple times, with different \( \delta \), on a given training data-set and choose the one which has lowest error on some validation data-set.

Algorithm 1 Algorithm for online Koopman Operator computation using streaming data.
1) Fix the dictionary functions \( \Psi \).
2) Initialize \( \phi_0 = \delta I_K \) and \( z_0 = 0_K \).
3) As a new data point \((x_M, y_M)\) streams in, lift the data point to \( \mathbb{R}^K \) using the dictionary function \( \Psi \).
4) Update \( z_M \) and \( \phi_M^{-1} \) as
\[ z_M = z_{M-1} + Y_f^{M}(Y_p^{M})^\top \]
\[ \phi_M^{-1} = \phi_{M-1}^{-1} - \frac{\phi_{M-1}^{-1} Y_p^{M}(Y_p^{M})^\top \phi_{M-1}^{-1}}{1 + (Y_p^{M})^\top \phi_{M-1}^{-1} Y_p^{M}} \]
5) Update the Koopman operator \( K_{M-1} \) to \( K_M \) as
\[ K_M = z_M \phi_M^{-1}. \]

V. Design of Koopman Predictor

The main advantage of using Perron-Frobenius and Koopman operators for analysis of dynamical systems is the fact that these operators generate a linear system in a higher dimensional space, even if the underlying system is linear and the linearity of these operators can be used to design predictors for the underlying system. In this section, we briefly present the predictor design problem for the self-containment of the paper. For details we refer the readers to [31].

Let \( K_M \) be the Koopman operator computed from a streaming data-set \([x_1, \ldots, x_{M+1}]\), using algorithm 1 and let \( \bar{x}_0 \) be the initial condition from where the future trajectory needs to be predicted. Let\[ \mathbf{\Psi}(\bar{x}_0) =: z_0 \in \mathbb{R}^K \]
be the data point in the lifted space. Then the initial condition is propagated using Koopman operator as
\[ z_n = K_n z_0. \]
The predicted trajectory in the state space is then obtained as
\[ \bar{x}_n = Cz_n \]
where matrix \( C \) is obtained as the solution of the following least squares problem
\[ \min_C \sum_{i=1}^{M+1} \| x_i - C \mathbf{\Psi}(x_i) \|_2^2 \] (19)

VI. Simulation Results

In this section, we demonstrate the online computation of Koopman operator using streaming data for three different dynamical systems. Further, we compare the computation time of our proposed algorithm with the existing DMD and EDMD algorithms to illustrate the computational efficiency of the proposed recursive Koopman computation algorithm. All the simulations were performed in MATLAB_R2018b on a Apple Macbook Pro with 2.3 GHz Intel Core i5 processor and 8 GB 2133 MHz LPDDR3 RAM.

A. Van der Pol Oscillator

The Van der Pol system is a non-linear oscillator, with nonlinear damping and is given by
\[ \dot{x}_1 = x_2 \]
\[ \dot{x}_2 = \mu(1-x_1^2)x_1 - x_1 \]
where \( \mu \) is the damping parameter. It can be seen that when \( \mu = 0 \), the equations reduce to that of a harmonic oscillator, while for \( \mu > 0 \), the system has a stable limit cycle. In this set of simulations, we choose \( \mu = 0.2 \) and the corresponding phase portrait is shown in Fig. 2. The stable limit cycle can be identified in Fig. 2, as the trajectories converge there.

Since the dynamical system has one invariant set, the Koopman operator should have one eigenvalue equal to one
and the corresponding eigenvector identifies the invariant set in the phase space\(^2\).

For simulation purposes, we chose one initial condition and propagated it in time and computed the Koopman operator iteratively using algorithm 1, with the dictionary function set consisting of 60 Gaussian radial basis functions of the form \(\psi(x) = \exp(-\|x\|^2/\sigma^2)\), where \(\sigma = 0.3\). In the simulations, we chose the initialization parameter \(\delta = 0.0001\). Intuitively, the initial Koopman operators, computed from a small data-set, should not be able to identify the invariant set. However, as the data set grows and the trajectory approaches the invariant set and is confined there, the Koopman operators should be able to identify the invariant set.

The Koopman operators were computed iteratively for 2500 time steps and the eigenvalues of the different Koopman operators are plotted in the complex plane in Fig. 3. In [18], it was noted that if the data-set is not sufficiently large, the Koopman eigenvalues may be unstable. Figs. 3(a) and (b) show similar results. In particular, the Koopman operators obtained using 1500 data points and 2000 data points are unstable, but the operator computed using 2500 data points is stable with one eigenvalue equal to one.

In theory, the eigenfunctions corresponding to unit eigenvalues corresponds to the invariant sets in the state space. However, in practice, since one works with finite-dimensional approximations, one usually looks at the eigenfunctions which correspond to eigenvalues with largest real parts. In Fig. 4 the eigenfunctions corresponding to the largest eigenvalue of the computed Koopman operators are plotted. It can be observed that the recursive algorithm gradually recovers the invariant set, as the size of the data set is increased.

Fig. 5 shows the eigenfunctions corresponding to the second largest eigenvalue. Since the second largest eigenvalue is also close to one, these eigenfunctions also identify the invariant set. These plots shows the efficiency of our iterative algorithm. However, the main advantage of the iterative Koopman computation algorithm lies in the computation time.

\(^2\)The system has an unstable equilibrium point at the origin and since it is of measure zero and only those initial points that start there remain there, the finite approximations of the transfer operators do not capture it.
Iterative Koopman Operator

B. Network of Coupled Oscillators

Consider a network of coupled linear oscillators given by
\[ \ddot{\theta}_k = -\mathcal{L}_k\theta - d\dot{\theta}_k, \quad k = 1, \ldots, N \] (20)
where \( \theta_k \) is the angular position of the \( k \)th oscillator, \( N \) is the number of oscillators, \( \mathcal{L}_k \) is the \( k \)th row of the Laplacian \( \mathcal{L} \) and \( d \) is the damping coefficient. The Laplacian \( \mathcal{L} \) is chosen such that the network is a ring network with 100 oscillators, as shown in Fig. 6(a).

In Table I we compare the computation time of the Koopman operator and the Koopman eigenvalues by the recursive algorithm 1 and by EDMD, using streaming data. In particular, we use our proposed algorithm to compute the Koopman operator and its eigenvalues at each time step till 1500, 2000 and 2500 time steps and compare the time required to compute the same using EDMD algorithm. In other words, in our proposed method, we update the Koopman operator iteratively as a new data point streams in and in the usual EDMD approach, every time a new data point streams in, the Koopman operator is computed from scratch, without using any information from the Koopman operator computed at the previous time step. From Table I it can be clearly seen that the proposed algorithm computes the Koopman operator and its eigenvalues much more efficiently as compared to the existing EDMD algorithm.

<table>
<thead>
<tr>
<th># of Data points/Computation time by</th>
<th>Iterative Koopman Operator</th>
<th>DMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1500</td>
<td>0.921s</td>
<td>4.411s</td>
</tr>
<tr>
<td>2000</td>
<td>1.292s</td>
<td>7.703s</td>
</tr>
<tr>
<td>2500</td>
<td>1.728s</td>
<td>11.199s</td>
</tr>
</tbody>
</table>

For simulation purposes, we chose one initial condition and set the damping coefficient \( d = 2 \) and the corresponding time domain trajectories are shown in Fig. 6(b).

In this example, we used linear dictionary functions and computed the Koopman operator incrementally till 300 time steps, with the initialization parameter \( \delta = 0.0001 \). Further, using the predictor formulation of [31], we predict the future of evolution of the states. The average mean squared errors in prediction of all the states, as the Koopman operator is updated, is shown in Fig. 7. In Fig. 7(a) we predict the future evolution of the states from time step \( t_0 + 1 \) to \( t_0 + 50 \) using the Koopman operator computed using the data upto time step \( t = t_0 \). As expected, the average error in prediction goes down as the training size data increases.

Note that, in this case, the predictor starts predicting the future with the data at time \( t_0 \) as the initial condition using the Koopman operator computed with data till time \( t = t_0 \). Hence, the training data and the test data has one time point data common. To test how our algorithm works on a test
data-set it has not seen, we tried to predict the evolution of the states from time \( t = 401 \) to time \( t = 450 \). The corresponding average mean squared errors are shown in Fig. 7(b). It can be observed that the Koopman operator computed by our proposed iterative algorithm, coupled with the predictor, performs really well on the unseen data-set.

Further, in Table II, we compare the online computation time of the Koopman operator using our proposed iterative approach and the normal DMD algorithm, using streaming data. As in the Van der Pol oscillator example, we see that our proposed algorithm is more efficient than the existing DMD algorithm.

**C. Burger Equation**

The third example considered in this paper is the Burger equation. Burger equation is a successful but simplified partial differential equation which describes the motion of viscous compressible fluids. The equation is of the form

\[
\partial_t u(x,t) + u \partial_x u = k \partial^2_x u
\]

where \( u \) is the speed of the gas, \( k \) is the kinematic viscosity, \( x \) is the spatial coordinate and \( t \) is time.

![Flow field of Burger equation.](image)

In the simulation, choosing \( k = 0.01 \), we approximated the PDE solution using the Finite Difference method [32] with the initial condition \( u(x,0) = \sin(2\pi x) \) and Dirichlet boundary condition \( u(0,t) = u(1,t) = 0 \). Given the spatial and temporal ranges, \( x \in [0,1], \ t \in [0,1], \) the discretization steps are chosen as \( \Delta t = 0.02 \) and \( \Delta x = 1 \times 10^{-2} \). With the above set of conditions, the flow \( u \) is shown in Fig. 8.

Since the space discretization was chosen as \( \Delta x = 1 \times 10^{-2} \), there are 100 state variables. In this example we used linear dictionary functions for the computation of the Koopman operator. In particular, we used data points till \( t = 500 \) time steps to compute the recursive Koopman operator at each time step, using streaming data. The initialization parameter was chosen to be \( \delta = 0.0001 \). The recursive Koopman operator computed was further used to predict the future evolution of the states. As in oscillator example, we predict the future in two different cases. In one instance, as the Koopman operated is computed at each time step, it was used to predict the immediate future 50 time step trajectories. The average mean squared error in prediction of the states is shown in Fig. 9(a). In the second case, the Koopman operators computed at each time step was used to predict the evolution of trajectories from time step \( t = 701 \) to time step \( t = 750 \). This was done to analyze how the Koopman operators perform on an unseen data set. The average mean squared errors are shown in Fig. 9(b).

![Average mean squared error in prediction of the states of immediate 50 time steps using the incrementally computed Koopman operator till \( t = 500 \).](image)

![Average mean squared error in prediction of the states for 50 time steps from time step \( t = 701 \) to \( t = 750 \) using incremental training data size till \( t = 500 \).](image)

Further, we compare the computation time of the Koopman operator computation using the proposed algorithm and existing DMD algorithm and the results are shown in Table III. As in the previous cases, we find that the proposed algorithm is computationally much more efficient than the DMD algorithm for computing the Koopman operator with streaming data.

**VI. Conclusions**

Koopman operator theoretic analysis of dynamical systems has gained immense attention in recent years as it facilitates data-driven analysis of dynamical systems. Again, in many applications like power networks, biological systems, building systems, it is often necessary to analyze the system in
real time. To this end, it is required to update the Koopman operator as new data points stream in. Existing algorithms for computing the Koopman operator use batch data and the algorithms are not iterative in the sense that if a new data point streams in, the Koopman operator needs to be computed from scratch using the entire data set. In this paper, we proposed an iterative algorithm for computation of the Koopman operator, such that the Koopman operator obtained at some particular time step is updated incrementally as the next snapshot of data arrives, thus doing away with the Koopman computation from scratch. We demonstrated the efficiency of our algorithm by constructing the Koopman operator for three different systems and also illustrate the computational superiority (with respect to time) of the proposed algorithm, compared to the existing DMD and EDM algorithms.
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